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Quote slide

We see the world in terms of our
theories.

Thomas Kuhn

Perhaps even more than to the
interaction between mankind
and nature, graph theory is
based on the interaction of
human beings with each other.

Dénes Kőnig
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Preliminaries

Notation

This is a definition

Here I define something

This is a theorem

Something is gnihtemoS backwards

Proof

This is a proof

A remark an observation or an example

for example, I observe or remark that this is an observation
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The problem

Motivating Example

Resource allocation problem

An employer wants to fill three positions with three candidates. Costs are
known. The aim is minimizing the total cost.

President CEO CFO
George 40 2 45

Paul 1 20 30

Kristine 50 62 3

Table: Problem representation

The optimal allocation has cost C = 6 where:

(Paul ,President) (George,CEO) (Kristine,CFO)
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The problem

Problem Nature

Balanced Assignment Problem P part of Combinatorial Optimization
Problems family P ⊂ C

Enumeration is highly inefficient, in this specific case of order
T (n) ∈ O(n!)

Highlights nice properties joining matrices and graphs
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The problem

Integer Programming Permutation Formulation I

P permutation form

find X ∗ ∈ X : X ∗ = argminX∈X

{ n∑
i=1

n∑
j=1

CijXij

}
(2.1)

Where we define X as a permutation matrix such that:

X :=

{
xij = 1 if π(ai ) = tj ai ∈ A , tj ∈ T

xij = 0 otherwise
(2.2)

Subject to the constraints: {∑n
i=1 xij = 1∑n
j=1 xij = 1

(2.3)
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The problem

Graph objects I

Bipartite Graphs B

Bipartite Graphs in B present two disjoint sets of vertices that do not
have any inner edge.

B :=

{
B ∈ G | B = {(V ∪W ),E }

}
Matching M

Given G = (V ,E ) ∈ G a matching is a collection of edges such that all
the vertices are reached only once: A vertex v ∈ V is said to be exposed
if no edge in M is incident to it.
A matching has maximum cardinality if it contains the maximum
possible number of edges in E . Its size is denoted as ν(B)
A matching is perfect if it assigns an edge to each vertex in V . It is
trivially also of maximum cardinality, and no vertex in G is exposed.
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The problem

P Graph Formulation

P graph form

Given a Bipartite graph B ∈ B where B = {(A ∪T ),C} find the
minimum cost perfect matching.

Assign to each vertex one edge

equivalently find a one to one agents-tasks matching through edges

minimize the total cost
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The problem

Graph objects II

Incidence Matrix A

For a graph G = {V ,E } ∈ G the incidence matrix A ∈M|V |,|E | is:

A :=

{
aij = 1 if ej ∈ E : e = (vi , v), vi , v ∈ V

aij = 0 otherwise
(2.4)

Neighbors set generator δ(·)

δ(·) : ∀v ∈ V δ(v) = {ev} : ev = (v , v ′) for some v ′ ∈ V (2.5)

Both definitions encapsulate the proximity property that a graph presents.
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The problem

Integer Programming Formulation II

P incidence matrix form

For a given Bipartite graph B ∈ B where B = {(V ∪W ),E } solve the
following integer program:

x∗ = argminx∈R|E |

{
x · c

}
∑

e∈δ(v) xe = 1∀v =⇒ Ax = 1

xe ∈ {0, 1}∀e

(2.6)

Where c is a cost vector identifying the cost of each edge, and
1 = [1, . . . , 1]T ∈ R|E |.
The second constraint ensures that for each vertex only one edge is chosen.
The third constraint ensures that for each edge it is either included or not
in the matching M .
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The problem

Assumptions on P

No isolated vertices

|A | = |T | = n equal size of bipartite sets

|E | = n2 fully bipartitely connected graph

Remark, transforming imbalanced instances

If the Cost function is not defined for some pair ∄C (ai , tj) assign
infinite cost to the missing edges:

C (ai , tj) =∞

If the number of agents and tasks is different |A | ≠ |T |, take the
least one of the two and adjust the formulation adding infinite costs.

B ∈ B ⇝ B ∈ Kn,m ⇝ B ∈ Kn,n complete bipartite graphs
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Properties

Linear Programming Relaxations

P relaxed form(s)

X ∗ = argminX∈X

{ n∑
i=1

n∑
j=1

Cijxij

}
s.t. X :=


∑n

i=1 xij = 1∑n
j=1 xij = 1

xij ≥ 0

(3.1)

Similarly: 
x∗ = argminx∈R|E |

{
x · c

}
Ax ≤ 1

xe ≥ 0∀e

(3.2)
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Properties

Total Unimodularity

Totally Unimodular (TU) Matrices A
Totally unimodular matrices are such that every square submatrix has
determinant either 0, 1,−1.

Hoffman and Kruskal Theorem [7]

A ∈ A ⇐⇒ Ext({x : Ax ≤ b, x ≥ 0, b ∈ Zn}) ∈ ZE (3.3)

Easier proof by Veinott and Dantzig as a corollary to a more general
statement[14].

Total Unimodularity of Bipartite Graphs

The incidence matrix of a bipartite graph is Totally Unimodular.

B ∈ B : A incidence ⇐⇒ A ∈ A (3.4)
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Properties

Proof of B ∈ B ⇐⇒ A ∈ A

( =⇒ direction)

Since edges are in the columns and each edge joins two vertices, each
column has either two ones or all zeros.
By induction on a general graph B ∈ B, consider all its square
submatrices A′ of size k .
Base case: for k = 1 the determinant is trivially either 0 or 1.
Induction Hypothesis: Assume it is true ∀A′ : A′ ∈Mk−1,k−1

Conclusion: let A′ ∈Mk,k be a submatrix of A. Since it is a submatrix,
then it must be the case that for each column j ′ there are either all zeros,
a single non zero entry, or two non zero entries.
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Properties

Proof of B ∈ B ⇐⇒ A ∈ A

( =⇒ direction)

If A′ has a column with all zeros, then the determinant is zero.

If A′ has a column with one non zero entry at coordinates i ′j ′, then
det(A′) = ±det(A′′) where A′′ is the submatrix obtained removing
row i ′ and column j ′. By A′′ ∈Mk−1,k−1, the induction hypothesis
holds.

Lastly, if A′ has all entries with two ones in the columns, we have a
sub bipartite graph originated from B. Consider a partition of the
rows of A′ into the two disjoint vertex sets. Both have column sum
equal to one, as any edge joins vertices of the two sets. Summing up
all the rows in one vertex set and subtracting those of the other the
result is zero, thus det(A′′) = 0.
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Properties

Proof of B ∈ B ⇐⇒ A ∈ A

(⇐= direction)

Let A ∈ A, B is not bipartite.
B must contain a cycle of odd length k . Taking the submatrix A′ of this
path indexed by {v1, . . . vk} × {e1, . . . , ek}, after some column
transformations:

A′ =



1 1 0 . . . . . . 0 0
0 1 1 . . . . . . 0 0
0 0 1 . . . . . . 0 0

· · · · · · · · · . . . · · · · · ·

· · · · · · · · · . . . · · · · · ·
0 0 0 . . . . . . 1 1
1 0 0 . . . . . . 0 1


=⇒ det(A′) = 2 =⇒ A /∈ A

(3.5)
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Properties

Results so far

It holds that:

B ∈ B ⇐⇒ A ∈ A ⇐⇒ Ext({x : Ax ≤ b, x ≥ 0 b ∈ Zn}) ∈ ZE

(3.6)
So the extreme points of the bipartite matching problem are attained at
integer (valid) matchings.

=⇒ X ∗
rel ≡ X ∗ (3.7)
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Properties

Covers

Vertex Cover C

Given G = (V ,E ) ∈ G, a cover C is a set of vertices such that each edge
has at least one endpoint included in it. Its minimum size is denoted as
τ(G ). A cover of minimum size is said to be perfect.

Fractional Vertex Cover

Given G = {V ,E } ∈ G and a weight function C : E → Z+ a fractional
vertex cover is a function κ(·) where:

κ : V → Z+ (3.8)

∀e ∈ E κ(v) + κ(w) ≤ C (v ,w) (3.9)

K (G ) =
∑
v∈V

κ(v) is the weight (3.10)

Min size fractional cost Vertex Cover problem D

Given a graph G = (V ,E ) ∈ G, with cost function C representing vertex
weights, find the minimum size vertex cover with constrained cost. With
uniform costs, this is equivalent to finding the minimum size perfect cover.

A formulation of the assignment problem has a dual formulation as a
vertex cover:

max{cT x |x ≥ 0 Ax ≤ 1} = min{yT1|y ≥ 0 yTA ≥ c} (3.11)
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Properties

Earlier results

Duality generalizes the results of two Hungarian Mathematicians : Kőnig
and Egerváry. For reference, their results are reported:

Kőnig Theorem

Given a Bipartite graph B the size of its maximum matching ν(B) is equal
to the size of its minimum cover τ(B).

Kőnig-Egerváry Theorem

Let B = {(V ,W ),E } ∈ B and consider an edge cost function C . Then:
the maximum weight of a matching is equivalent to the minimum size of
valid fractional covers

max{
∑
e∈M

cexe} = min{
∑
v

f (v)} (3.12)

f ∈ {g : V → Z+ g(u) + g(v) ≥ cuv ∀(u, v) ∈ E } (3.13)
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Properties

Equivalent Statements in Combinatorics

It can be proved ([2] for an incomplete but interesting reference) that 7
major results in Combinatorics are equivalent:

Kőnig’s

Kőnig-Egerváry

Hall’s (marriage)

Birkhoff-Von Neumann

Menger’s

Dilworth’s

Ford-Fulkerson (maxflow-mincut)
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The solution

History

The original modern formulation of the Hungarian method was
published by Harold Kuhn in 1955 [8].

It was not until 2016 that it was found that also Jacobi had proposed
an equivalent method [9].

The term Hungarian is a reference to the research contributions of
Kőnig and Egerváry

Computational time given by Munkres [12]

Main idea:

If done correctly, decreasing the cost of a row or a column does not
contaminate the optimal arrangement.
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The solution

Paths and Matchings

Augmenting Alternating Path RM

Given a graph G ∈ G and a matching M ⊆ E an augmenting alternating
path is a path where the first and the last vertices are exposed, so no
edges in M are incident to the endpoints of the path, and the edges
alternate between e ∈M and e ∈ V \M .

Augmenting paths improve matchings

Given a bipartite graph B and a matching M with augmenting RM :

M∆RM = M ′ where |M ′| = |M |+ 1 (4.1)

M : |M | = ν(B) ⇐⇒ ∄RM (4.2)
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The solution

Directed Graphs

Given a matching M it is build a directed graph Q as follows:

If the edge is in the matching e ∈M , then it goes from W −→ V

If the edge is not in the matching e /∈M , then it goes from V −→ W

Augmenting path and directed graphs

Given a graph G ∈ G and a matching M an augmenting path RM for the
matching exists if and only if there is a directed path going from one
exposed vertex in W to another one in V .
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The solution

Maximum Cardinality Matching Algorithm

Input: P with equal negligible costs C , and a matching M
Output: |M ′| = |M |+ 1 in T (n) ∈ O(n2)
1: Build Q ∈ Q by assigning:{

e+ if e ∈M

e− if e /∈M
(4.3)

2: Find an augmenting path (a directed path) RM between:

V = V \ VM W = W \WM (4.4)

3: M ′ ←M∆RM

4: return M ′
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The solution

Labelings

Labeling set LM

Given a bipartite graph B with matching M , build its directed graph
Q ∈ Q. A labeling set is the set of vertices which can be reached with a
directed path from an exposed vertex v ∈ V \ VM .

Induced minimum size vertex cover

For a bipartite graph B ∈ B, using the subroutine of maximum cardinality
matching until convergence returns a matching M . Considering its linked
labeling set LM it holds that:

C = (V \ LM ) ∪ (W ∩ LM ) is a cover

|C | = |M | Kőnig

However, this is holds for the unweighted version!
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The solution

Dual as a lower bound

By construction, it is clear that for a fractional cover and a perfect
matching M it holds that:∑

e∈M

ce =
∑
i ,j

cij ≥
∑
i∈V

κ(i) +
∑
j∈W

κ(j) (4.5)

Which is the dual lower bound. If maximized, it would lead to the desired
solution, attained exactly by strong duality. Considering a linear
programming formulation for an instance P ∈ P:

min
M :|M |=ν(B)

{ ∑
e=(i ,j)∈M

ce

}
≥ min

xij≥0

{
cijxij

}
(4.6)

≥ max
κ:V or W →Z+

{∑
iV

κ(i) +
∑
j∈W

κ(j)

}
(4.7)
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The solution

Complementary Slackness

Provided that a feasible solution to D ∈ D is found, linked to a perfect
matching M would lead to the ≥ signs to become =. This condition is a
case of Complementary Slackness:{∑

e∈M ce =
∑

i∈V κ(i) +
∑

j∈W κ(j)

ce = cij ≥ 0 κ(i) ≥ 0 κ(j) ≥ 0
(4.8)

Which by element-wise positivity implies:

=⇒ ωij = cij − κ(i)− κ(j) = 0 (4.9)

Whenever a dual solution such that ωij = 0∀(i , j) ∈M is found, the
algorithm can return with an optimal matching. If this is not perfect,
iterations to improve the proposed feasible dual are implemented until the
perfect size is reached.
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The solution

Elements of the Hungarian Graph Algorithm

Starting feasible dual

Dstart =

κ(i) = 0 ∀i ∈ V

κ(j) = min
i∈V
{cij} ∀j ∈ W

(4.10)

Complementary subgraph Bω

Bω := {(V ∪W ),Eω} where Eω = {(i , j) ∈ E : ωij = 0} (4.11)

Labeling LM and induced cover C
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The solution

Hungarian Algorithm

Input: Instance P = (P,C ) ∈ P
Output: Minimum cost maximum cardinality bipartite matching M
1: Build B ∈ B,Dstart from P
2: Evaluate wij∀e = (i , j) ∈ E ▷ Complementary slackness
3: Build the subgraph Bω

4: M ← max cardinality matching of Bω ▷ subroutine Algorithm
5: if |M | == n then ▷ Perfect matching found
6: return M
7: end if
8: Build LM ,C ← (V \ LM ) ∪ (W ∩ LM ) ▷ induced cover
9: Find ω∗ ← min

i∈(V ∩LM ) j∈(W \LM )
{ωij} ▷ minimum non zero weight

10: Update κ(i)← κ(i) + ω∗ ∀ i ∈ (V ∩ LM )
Update κ(j)← κ(j)− ω∗ ∀ j ∈ (W ∩ LM ) ▷ update rules

11: Go back to Step 3 ▷ Go back with increased size matching
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The solution

Guarantees, Properties

It has a primal dual formulation, equivalent to the one proposed [13]

Progress

For each iteration, the algorithm finds a bigger matching

Finiteness

The algorithm terminates in finite time

Polynomial time

The computational time is polynomially bounded in the size of the problem

T (n) ∈ O(n3) (4.12)
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The solution

Proof I

Progress

Added weight minus removed weight

∆(D) =
∑

new dual κ−
∑

old dual κ = ω∗
(
|V ∩ LM | − |W ∩ LM |

)

∆(D) =ω∗
(
|V ∩ LM |+ |V \ LM | − |V \ LM | − |W ∩ LM |

)
=ω∗

(
|V ∩ LM |+ |V ∩ LM | − |V \ LM | − |W ∩ LM |

)
=ω∗(|V | − |C |)
=ω∗(n − |C |) ≥ 0

Giancola, Simone Maria (UniBocconi) Bipartite Matching Algorithms 20602, Bocconi 2022 36 / 48



The solution

Proof II

Finiteness [8]

Consider a graph B ∈ B with current matching M for a given iteration. If
a vertex v ∈ V is exposed, then no edge in M is incident to it. Thus,
there is also a vertex w ∈ W which is reachable from v , otherwise, the
edge joining them would be part of the matching. Now the cover can be
constructed, and ω∗ is necessarily found. This also implies that an edge
between the cover induced sets is adjusted such that ωij = 0 for some
e = (i , j) where wij ≡ ω∗. This adds 1 vertex from W to those reachable
from v ∈ V for each iteration. By the finiteness of vertices, the algorithm
is finite, and the algorithm increases the size of M by at least one unit
every n loops.
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The solution

Proof III

Computational time [12]

In terms of graph operations, it could be argued that:

In O(n) outer iterations reach a perfect matching

for the inner loop either of the two hold:

matching O(n) to find, O(n) to update
labeling O(n) to find ω and update dual, at most O(n) times.

=⇒ O(n2) inner time in the worst case with 1 increase each n
iterations.

T (n) ∈ O(n3) (4.13)
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Takeaways

Extensions

Counting Hardness [11][6]

Other objective functions [5][4][3]

Multidimensional Assignment problem [5]

Random cost statistical physics analysis [10][1]
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Takeaways

Wrap up

The Assignment problem has been largerly studied, expanded,
analyzed, solved

Exhibits properties from linear algebra and graph theory

The Hungarian Algorithm is an efficient solving method which
exploits linear programming duality
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Takeaways

Concluding

Any question/discussion, let
me know!

Thank you!
simonegiancola09@gmail.com

personal webpage

A suggestion for counting matchings of a
graph (Ch. 13-14):
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